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3anpononosano nogy emyuxy moougixayiro Heo-@azzi HeUpoOHy ma aneOpUMM HABYAHMS YCIX napamempis.
3anpononosanuil anreopumm HAGYAHHA OAE 3MO2Y HANAWMY8AMU He MINbKU CUHANMUYHI 6a2u, are il napamempu
Gynxyit akmusayii-npunanexcrocmi ma it popmu, wo 0ae 3mMo2y YHUKHYMU GUHUKHEHHS <OIPOK» Y 8XIOHOMY NpO-
cmopi. 3anponoHo6anull aneoOpumm HaAGYaKHs MA€ K Qinbmpyroyi, max i 61acmueocmi CliOKy8aHHsl, MAKUM YUHOM
SHYUKUL HeO-(a33i HeUPOH MOdICe BUKOPUCIOBYBAMUCS OISl GUPIUEHHS 3a0a4 NPOSHO3Y8AHHS, pinbmpayii ma 3ena-
024CYB8AHHA HECMAYIOHAPHUX CIMOXACMUYHUX U XAOMUYHUX nocridosrHocmell. [lepesazamu 3anponoHo8an02o nioxo-
0y € npocmoma OOUUCTIeHHA Y NOPIGHAHI 3 GIOOMUMU AICOPUMMAMY HAGHUAHHA 2IOPUOHUX Gelisiem-Helipo-Pa33i-
cucmem 0OYUCTIOBATIBHOZ0 THMENEKMY .

KitouoBi cioBa: rHydkuid Heo-(has3i HeHpoH, THY4KI (QyHKIIIT aKTUBAIlii-TIPUHATICKHOCTI, AITOPUTM HaBYAHHS,
MIPOTHO3YBaHHS, iieHTHdIKAITis

Ilpeonazaemcs nosas eubkas moougpuxayus Heo-paz3u HeUpoHa u areopumm 0byueHUs 6cex e20 napamen-
pos. Ilpeonodicennviil aneopumm oOyueHus NO3805em HACMPAUBANMb He MOLbKO CUHARMUYECKUe 6ecd, HO U napa-
Mempul PYHKYUll AKMUSayUU-NPUHAOLEHCHOCU U ee (PopMbl, YMO NO380AEN U30EeHCAMb BOZHUKHOBCHUS <ObIPOK
60 6X00HOM npocmparncmee. Ilpednoscennvlil anecopumm o0b6yyeHuss obaadaem Kaxk GUILMPYOWUMU, MAK U Cleos-
WUMU CEOUICMBAMU, MAKUM 00PA30M 2UOKUTL HeO-(ha33u HEeUpOH MOJcem UCNONIb308aMbCsl O PeuleHust 3a0ay npo-
CHOSUPOBAHUSL, (DUTGMPAYUL U CRANCUBAHUSL HECMAYUOHAPHBIX U XAOMUYECKUx nociedosamenviocmet. Ilpeumy-
WecmeoM NPeONONCEHHO20 NOOX00A AGNAMCS GbIYUCIUMENLHAS NPOCIOMA 68 CPAGHEHUU C U3BECIMHBIMU AI20PUM-
Mamu 0OyueHust 2uOPUOHBIX 8IUGLEM-HEUPO-D33U CUCIEM BbIYUCTUMETbHO20 UHMELIEKMA.

KitoueBbie ciioBa: THOKHMI Heo-(ha33u HEUPOH, THOKast GyHKIHUS aKTUBAIIMH-TIPUHAIIC)KHOCTH, aITOPUTM 00Y-
YeHWUsI, MPOTHO3UPOBAHKE, UICHTH()HUKAIIHSL.

A new flexible modification of ndazzy neuron (FNFN) and adaptive learning algorighfor the tuning of i
all parameters are proposed in the paper. The atbors are interesting in that they provide kme tuning of nc
only the synaptic weights and membership funct@rameters, but also forms of these functions, pavide im-
proving approximation properties and allow to avdite occurrence of "gaps” in space cnhputs. The propos
algorithms have both the tracking and filtering pesties, so the FNFN can be effectively used fedjation, filter-
ing and smoothing of non-stationary stochastic ahdotic sequences. A special feature of theased approac
is its computational simplicity in comparison wkhown learning procedures for hybrid wavelet-nefunzy sys-
tems of computational intelligence.

Keywords: flexible neo-fuzzy neuron, flexible aetfion-membership function, learning algorithm, foast-
ing, identification

Introduction ants. Furthermore significant problems may arise
Artificial neural networks (ANN), fuzzy in- in the processing of non-stationary signals, since
ference systems (FIS) and wavelet systems (W®j)e second order procedures, for example, expo-
have been widely used in recent years to solvenantially weighted recurrent least squares method
wide range of problems such as Dynamic Datzan be numerically instable.
Mining [1], [2] and processing of essentially non-
stationary signals of different nature under amrio Neo-fuzzy neuron and its architecture
and current uncertainty. Hybrid wavelet-neuro- To overcome these difficulties, a hybrid
fuzzy systems [3], [4], [5], [6] emerged as a syneneuro-fuzzy system called "neo-fuzzy neuron”
gism of these three directions in computationdFig. 1) was proposed in [7, 8, 9]. As it can be se
intelligence. The wavelet-neuro-fuzzy systemthe architecture of neo-fuzzy neuron is guide close
possess the learning capabilities similar to thadse to the conventionaln-inputs artificial neuron,

neural networks, provide the interpretability angyowever, instead of usual synaptic weights it
transparency of results, inherent to the fuzzy ap- i led i
proach, and similarly effective systems for nontOnt&ins SO called  nonlinear  Synapses

stationary signal processing with local features. NS, i=12....,n _ _

The main disadvantages of wavelet-neuro- When an input vector signal
fuzzy systems especially when using in on-ling(k) = (x(K, %(K,..., X(R)" (herek=1,2,.. is
mode are related to the slow convergence of e ent discrete time) is fed to the input of tlesn
conventional gradient - based learning procedurﬁ§zzy neuron, its output is defined by both the

and computational complexity of second-order . . .
procedures when using in sequential adaptive vaHtemPership functions; (x (K)) (its authors have
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For the increasing learning rate in [10] adap-
tive optimal learning algorithm was proposed in

the form
w, (k+1) =w, (k) + ek +Du(x(k +21)) @
lu(x(k +1))|

which is a variety of the known optimal Kaczmarz-
Widrow-Hoff procedure. Here

W(K) = (Wi, (K), W5, (K), oo, Wo( K, WA K)o
W (K), oW (K)o, (K) W (K
H(K) = (1,04 (K, Koy5(R)s oo e OKCR) s k(X ) o

.
Mo 06 ()bt OLCR) ooy OS(B) b XCB) —
(hnx1)-vectors;i=1,...,n; j=1...,h.

For the providing both tracking (in non-
stationary) and filtering (when stochastic distur-

bances corrupt the processed signal) for the neo-
fuzzy neuron modified adaptive procedure was

used
w(k+1)=w(K+ r*(k+1) € ke Yu( £ ke D)
y r(k+1)=,6’r(k+1)+”y(x(k+]))“, (5)
" 0<pB<1,
(here 3 is forgetting factor), based on Goodwin-
Ramadge-Caines stochastic approximation proce-

_ dure [11] for adaptive identification tasks.
Figure 1 — Neo-fuzzy neuron Further modification of neo-fuzzy neuron was
_ _ connected to the improvement its approximation
used usual triangular functions) and the tunablsroperties. Thus, in [10] instead of the triangular

synaptic weightsw; (k) : membership functions the second degree polyno-
n mials were proposed to use, and in [12] fourth-
9(k):z f(x (K)) = degree polynomials. In [13, 14] cubic and
— ! B-splines functions were proposed to use, and in
- = 1) [4, 5, 15, 16] — different types of odd wavelets.
_ZZW" (k =Dz (% (K) Here the additional learning algorithm for wavelet
Tl Hii (X ’ functions centers, widths and shape parameters
. =L L were proposed.
Using the learning criterion in the form of
standard quadrziltlc error funct|onl Flexible neo-fuzzy neuron with tunable
_ AL N2 form of membership functions
E(k)_z(y(k)— XK o (K (@) Let's introduce an activation-membership
minimized via the usual gradient descent procdéunction thatis described by the exp(r()essmn
dure, it's easy to write weights update algoritimm i _ 5; (K
the form Y J P J #, (% () ‘(1_5’1' (k)‘rji (k)‘ )x
w; (k+1) =w; (k) = 3) \f(@PM (6)
:qe(k+1)/1ji (% (k +1)), xex —J'—k ,
where y(k) is the target value of the output (refer- Sii( )

ence signal),n is the learning rate parameter h (K = (x (K — G 1R e (K i
which determines the rate of the convergence and 7 )_ ()f( ) — G (K)o .( K ,..( ) is
as arule is chosen empirically. center of activation-membership function; (k)

The authors of neo-fuzzy neuron note [9]. ... i ; -
among its most important advantages, the rate ,r'SfW'dth of activation-membership function;; (k)

learning, high approximation properties, computdS shape parameter of activation-membership func-
tional simplicity, the possibility of finding the tion; s;(k) is flexible parameter of activation-
global minimum of the learning criterion in rea'membership function.
time. . . . : It is obvious that whena =0,s=20=1

At the same time efficiency of this system is _ _ _ i
reduced when processing nonstationary signatsi (X (K) is Gaussian function (Fig. 2a), when
disturbed by noises of unknown nature.
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Figure 2 — Flexible activation-membership

a=1s= 2,0 =1-wavelet Mexican Hat (Fig. 2b),
a=0,s=100p = 2 — trapezoidal-like function
(Fig. 2d), a« =0,s= 1,0 = 8 triangular-like func-
tion (Fig. 2e) and etc (Fig. 2c, Fig. 2f).

Fig. 2 shows the forms of such function for
different parameters value.

As is obvious, this is or bell-shape functions

or wavelet-like ones. The centers and widths of

such functions are determined by parametersd

o, and shape of functions is determined by paramg

tersa ands.
Minimizing of learning criterion (2) on the
all-parameters leads to the learning algorithm

W (k+D =w (K) +7"(k+D ek +1J" (k+D),

¢ (k+D)=c (k) +7°(k+Dek+DJ¢(k+1),

o7 (k+) =07 (K)+n° (k+Dek+1I7 (k+1),(7)
a,(kK+D =a;, (k) +7° (k+Dek +DJI7 (k+1),
s(k+1) =5 (k) +7°(k+) ek +1)J°(k +1).

where

J'(K)=(F'(K...., J(R),
(K =(F(K,..., (R,
J7 (K =(F(K,.... J (R,
I (0 =(F (K,.... F (K),
FR)=(F(R...., F(K),

functiorfor different parameters value

[ 3K =4, (X K),
359 =w, (o W7k} " sigrr, () x

s;i (k) %

><(aji (Rs; (k) +1=ar; (K)7; (K)

{ 7,09 ]
xexp— ,

3500 ==, (9, () —cj,.(k)er‘il(k)Pi
x Sigr(z-ji (k))(aji (k)Sji (k) +1- aji (k)| Tji (k)|51| (k))><

{ 7, ]
xXex

3509 =, (K| (0| exq
In; (K)) +

s;i (k)

(k)1
X

(k)

7, G0

)_

5 (K)

s; (K)

35 (k) = w; ()= ()7 (K)
+@-a, () (9", 09 5709+

7, (k)|

(k)

5 (K)

5 (K)

\*lfn <k>|3‘(”'nlrﬁ<k>|sf<k>>}*{_

)
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When optimizing procedure (7) on its rate of
convergence and introducing tracking and filterin

properties we get final expression:

0<fB<1

w (k1) = w (k +1) + KEDITKAD
' (k+1)
(kD) =1 (0) + A (k) + 3 (k+ 1)
c(k+D)=c(k+1+ gk+1J (k+1) ,
re(k+1)
E(k+D) = 15 () + A (k) +[9F (k + )
ok +D) = o (k) + DI (kD)
7 (k+1)
17 (k+D) =7 () + A7 () +[37(k+1, (9
a(k+)=a,k+D)+ ok +1J7" (k+D
r(k+1)
1 (k+D =17 (k) + Ay (0 + 97 (k+1),
s(k+1]) =s(k+1+ e(k+1)JiS(k+1),
ek +1)
[Pk +D) = oK) + B (K) +[ 37 (k +1),

Experimental results

The efficiency of the proposed flexible neo-

fuzzy neuron and its learning procedures was
tested in the problem of real-time forecasting of
chaotic and stochastic non-stationary signals.

Efficiency of flexible neo-fuzzy neuron was
examined based on solving forecasting problem of
real ecological time series. This time sequence de-
scribes monthly pressure above the sea level from
1882 to 1998 (Darwin sea level pressure). This
time series is a key indicator of climate change, a
well as important in the study of the effect of the
El Nino or Southern Oscillation index.

Fig. 3 shows the results of time series fore-
casting. The two curves, representing the actual
(dot line) and forecasting (solid line) values, are
almost indistinguishable.

Inputs number of flexible neo-fuzzy neuron
were taken a:n= 6, that for input vector in the
form X(k—5), X(k— 4), x(k— 3), X k- 2), X\ k- 1), Xk
for the prediction valuex(k+1). Flexible neo-

fuzzy neuron was training using proposed learning
algorithm during 900 iterations (900 points of
training sample fok =1...900). Initial parameters

values of learning algorithm were taken

r“,;rer?r“r*°, and shape and flexible parameter
value of flexible membership-activation function
was taken aso =0.5,s= 3. After 900 iterations
the training process was stopped, and the next 500
points fork = 901..1400 we have used as the test-
ing data set to compute forecast. Initial values of
synaptic weights were taken equal @ As the
quality criterion of forecasting root mean square
error (MSE) was used.

1 1 1
160 180 200

1 1 . 1 1
220 240 260 280

Figure 3 — Results of time series forecasting
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Table 1 — Comparative analysis of forecasting timseries results

Neural network / Learning algorithm MSE

Flexible neo-fuzzy neuron /Proposed learning atbori(9) (all parameters) 0.0023

Flexible neo-fuzzy neuron / Proposed learning digar (9) (only synaptic weight 0.0054

Neo-fuzzy neuron / Gradient learning algorithm G401
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